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Abstract

A new, fully three-dimensional, vortex-in-cell method designed to follow the unsteady motion of inviscid vortex sheets
with or without small (Boussinesq) density discontinuities is presented. As is common in front-tracking methods,
the vortex sheet is described by a moving, unstructured mesh consisting of points connected by triangular elements.
Each element carries scalar-valued circulations on its three edges, which can be used to represent any tangent vector
value and in the present method represent the element’s vorticity. As the interface deforms, nodes and elements are
added and removed to maintain the resolution of the sheet and of the vortex sheet strength. The discretization and
remeshing methods allow automatic, near-perfect conservation of circulation despite repeated stretching and folding
of the interface. Results are compared with previous experiments and simulations. Similarities are observed between
the present simulations and experiments of a vortex ring impacting a wall.
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1. Introduction

Vortex sheets are important in many areas of
physics: they are generated on density disconti-
nuities in multiphase flows through the action of
gravity or shocks, are created by large-scale flow
separation from bluff bodies, and are a source of in-
stability in transitional and turbulent flows. Numer-
ically predicting their complex, unsteady dynamics,
however, has been a continuing challenge.

Lagrangian vortex methods have received much
attention in recent years as an alternative to tra-
ditional grid-based Navier–Stokes and Euler solvers
because of their immunity to numerical convective
instability and the availability of fast solvers. They
also gain advantage if the volume of fluid with signif-
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icant vorticity magnitude is a small fraction of the
total flow volume, as is the case with high Reynolds
number flows. In these cases, the flow can be rep-
resented in a more compact form by vorticity than
is possible with velocity. This fact lends support to
computational methods in vorticity variables.

The linear stability analysis of the vortex sheet
equations shows that short-wavelength solutions
have arbitrarily large growth rates (the Kelvin–
Helmholtz instability), making the initial value
problem ill-posed. Early studies of vortex sheet mo-
tion using point-vortex particles resulted in seem-
ingly random behavior after a finite time (1) which
was later shown to be singularity formation (2, 3).
Desingularizing the vorticity allowed simulations
to progress past the time of singularity formation,
making long-time analysis of vortex sheet motion
possible (4, 5). Regularized solutions have since
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been shown to approximate Navier–Stokes solu-
tions for small enough viscosity and regularization
length (6, 7). Regularization in vortex methods
is usually introduced into Lagrangian methods by
finite-sized vortex cores (4, 5) and in Eulerian or
hybrid Lagrangian–Eulerian methods by grid inter-
polation and/or cancellation (8, 9).

First to speed up the direct O (N2) calculation of
Lagrangian vortex dynamics was Christiansen (8),
who extended the cloud-in-cell technique (10) to
vortex particles by solving a Poisson equation for
streamfunction on a temporary Eulerian grid. This
Vortex-in-cell (VIC) algorithm reduces the cost per
time step to O (N +Mlog2M), where N is the num-
ber of vortex elements and M is the number of cells
in the grid. Couët (11) demonstrated the first three-
dimensional VIC method, which solved for the mo-
tion of vortex filaments to study the evolution of
vortex rings. Because the solution is computed on a
grid, the finest scales of motion are limited to the
size of a cell.

The Lagrangian elements that represent the vor-
ticity can take the form of particles, filaments,
sheets, or discrete volumes. The choice of discretiza-
tion technique dictates the methods that must be
used for operations such as diffusion, remeshing
to maintain accuracy, and accounting for vortex
stretching.

The most popular discretization for two- and
three-dimensional vortex methods has been par-
ticles. Particles require no neighbor connectivity
information, simplifying programming effort. They
can be remeshed using a regular grid with only
minor losses (12). They support diffusion methods
easily (13, 14). They suffer from some drawbacks:
the vortex stretching term must be accounted for
by calculating the velocity gradient at each parti-
cle location for each timestep (15), and frequent
regridding must be done to prevent particle separa-
tion and the accompanying loss of accuracy. They
cannot easily track surfaces of discontinuity.

Early research (16, 17, 18) recognized the algorith-
mic benefits of using connected segments in three
dimensions to represent vortex filaments. As the La-
grangian nodes move and separate, the segments
connecting them rotate and elongate. Kelvin’s circu-
lation theorem states that the circulations on these
segments do not change. So, in filament methods
the vorticity is automatically divergence-free, and
circulation is conserved because the filaments are
transported with unchanged circulation. Filaments
are easy to remesh along their length, and “fila-

ment surgery” can account for localized cancellation
of oppositely-signed vorticity (19, 16, 20). Unfor-
tunately, it becomes inefficient or computationally
expensive to remesh in cross-filament directions, as
would be required to maintain resolution after dif-
fusion, or when stretch acts perpendicular to the fil-
aments (21), or when a collection of separate fila-
ments is used to represent a continuous vortex sheet
(22, 23, 24).

Efficiently tracking vortex sheets in three dimen-
sions, however, requires not only element connectiv-
ity in two local dimensions, but a method to pre-
vent excessive detail below the regularization length
scale. Several vortex sheet methods have been pro-
posed, but few address all of these concerns.

A vortex sheet method can exist without remesh-
ing (6, 25), but would suffer from either limited ap-
plicability to problems with low in-sheet strain or
from lack of intermediate- to long-time simulation
accuracy. Other research introduced new methods
for integrating the singular Biot–Savart kernel over
a surface (26, 27, 28), but the resulting dynamic vor-
tex methods also do not provide for remeshing.

Brady et al. (29) maps the entire vortex sheet onto
a parametric plane and performs global remeshing
which results in higher resolution in areas with high
mean curvature. This does not allow long-time runs
because material sheets in unsteady flows quickly
create areas of high curvature that could remain
unresolved in regularized methods. The Eulerian
level-set method of Harabetian et al. (9) performs
global “remeshing” by locating the vortex sheet with
a scalar marker function that forces potentially-
unphysical topology changes when surfaces close to
within one grid cell.

Lindsay and Krasny (21) remeshed vortex sheets
by inserting either points along filaments or whole
new filaments, depending on the direction of strain.
The requirement to insert a whole filament when
only a portion of its length may need the increased
resolution is a source of inefficiency in this semi-local
remeshing method.

Fully-local remeshing is done by Knio and
Ghoniem (30, 31, 32), whose method tracks a scalar
layer with triangular and quadrilateral elements
while discretizing the vorticity as filaments. The lo-
cal remeshing, though, is performed only along the
edges of the quadrilaterals. As such, the method
will always create great numbers of very thin ele-
ments because it can only efficiently adapt to strain
perpendicular to the quadrilateral elements’ edges.
This is similar to the method of Kaganovskiy (33).
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The proposed method remeshes locally and avoids
all of the above difficulties by using a triangular
mesh front-tracking method similar to (34) with a
vorticity discretization scheme that can use either
edge circulations or bound vortex sheet strength
where algorithmically advantageous.

Contributions of the present work include: (1)
a new Lagrangian vortex sheet method for long-
running simulations of complex flows, (2) introduc-
tion of a vortex sheet discretization method that
conserves circulation by design, (3) demonstration
of a method for localized remeshing of vortex sheet
geometry that is extensible to non-manifold recoa-
lescence, and (4) new results for three-dimensional
vortex rings impacting a density interface using an
Euler method with regularization that compare fa-
vorably with previous physical and numerical exper-
iments.

This paper is structured as follows. In the section
below, the basic equations of vortex sheet motion
and strength evolution are presented. Section 3 in-
troduces the numerical method that solves these
equations. Section 4 shows the results obtained
by applying the method to several fully three-
dimensional flow problems and discusses the con-
servation properties and other important aspects of
the method. A summary of the results appears in
Section 5.

2. Governing equations for vortex sheet

dynamics

The vectorial strength γ of a three-dimensional
vortex sheet separating inviscid fluids can be written
as

γ = n̂ × (u1 − u2) = n̂ × ∆u (1)

where ui is the value of velocity on either side of the
vortex sheet, and n̂ is the sheet’s local unit normal
vector. The vortex sheet strength is related to the
vorticity by

ω = γ δ(n), (2)

where δ is Dirac’s delta function, and n is the dis-
tance normal to the sheet.

If this sheet is situated on an interface between
immiscible fluids of possibly different densities, and
the material marker velocities are equal to the aver-
age of the velocity on both sides of the sheet, then the
evolution equation for the incompressible, inviscid
sheet strength with zero surface tension (35, 25, 27)
is

Dγ

Dt
= γ · ∇u + 2A n̂ × (ā − g) (3)

ā =
Du

Dt
+

1

4
∆u + ∇∆u (4)

D

Dt
≡

∂

∂t
+ u · ∇ (5)

where ā is the average of the fluid acceleration on
both sides of the vortex sheet, g is the gravity vector,
and A, the Atwood number, is equal to

A =
ρ2 − ρ1

ρ2 + ρ1

. (6)

This equation can be non-dimensionalized using the
following quantities:

t̃ = t
(A‖ g‖

R

) 1

2

γ̃ = γ (A‖ g‖R)−
1

2

ũ = u (A‖ g‖R)−
1

2 ∇̃ = ∇R (7)

where R is a representative length scale.
In the present method, it shall be assumed that

the density jump is small (∆ρ/ρ ≪ 1, thus A → 0)
and that the Froude number is large (or ‖ g‖ → ∞),
such that the coefficient of the baroclinic term is
constant and finite: A‖ g‖ ≡ θ = 1. Under these as-
sumptions, the coefficient on the term representing
baroclinic generation due to hydrodynamic pressure
is zero, and thus only hydrostatic pressure effects
are treated. This is the Boussinesq approximation.
In this case, equation (3) becomes (without the ·̃ no-
tation)

Dγ

Dt
=

1

R2
γ · (∇u) − 2 θ n̂ ×

g

‖ g‖
. (8)

This is the governing equation for the evolution of
the vortex sheet strength in three-dimensional flow.
We will show, in Section 3, how the very construction
of the numerical method automatically satisfies the
vortex stretching term in this equation.

2.1. Velocity

The fluid velocity must be defined on the vortex
sheet in order to convect it through the domain. The
formula governing the motion of a fluid by the action
of a vortex sheet is

u(x, t) =
1

4π

∫

S

γ (S, t) × (x − S)

|x − S|3
dS. (9)

An alternative method to compute the velocity
uses the definition of vorticity (ω = ∇ × u), the
vector identity

∇2A = ∇(∇ · A) −∇×∇× A, (10)

3



and the assumption of incompressibility (∇·u = 0),
to show that

∇2u = −∇× ω. (11)

This formulation is more amenable to the combined
Lagrangian–Eulerian solution method described in
Section 3.1.

3. Numerical method

As is common in three-dimensional front-tracking
schemes, the front is discretized into flat triangles,
each defined by its connectivity to three Lagrangian
nodes. In the present method, the edges of each tri-
angular element p store scalar-valued circulations
Γp,1→3. The sum of the circulations multiplied by
their respective edge vectors ∆lp,1→3 uniquely de-
fines the vortex sheet strength γp of each element
according to

γp =
1

ap

3∑

i=1

Γp,i ∆lp,i, (12)

where ap is the element area.
One Euler time step consists of the following

substeps: interpolate element vorticity onto a grid,
solve for velocity, interpolate velocity back onto
mesh nodes, move mesh nodes, generate baroclinic
vorticity on each element, remesh to maintain ele-
ment quality and density. Time integration for all
simulations in the present work is carried out by an
explicit second-order Runge–Kutta method, specif-
ically Heun’s method. In this multistep method, the
remeshing is done only once per time step: at the
end of the forward integration and before output.
The method uses an adaptive step size correspond-
ing to a Courant number of at least unity.

||u||max ∆t

∆x
≥ 1 (13)

3.1. Velocity calculation

The velocity of the computational nodes is cal-
culated from the vorticity field using equation (11).
The vorticity field is created from the current vortex
sheet geometry and element strengths according to

ω(x) =

N∑

p=1

ap γp δ(x − xp), (14)

where δ is a regularized delta function.
In the present work, a three-dimensional version

of Peskin’s function (36) is used as the particle-grid

operator δ. This version is simply a tensor product
of three one-dimensional Peskin functions, and thus
has a strictly positive (though rectangular in two
and three dimensions), support.

δε(x) =





1

2ε

[
1 + cos

(πx

ε

)]
: |x| ≤ ε

0 : |x| > ε
(15)

δ(x − x(s)) =
∏

i

δε(xi − xi(s)) (16)

The function is C∞ continuous and is second-order
accurate when the kernel width ε takes on values
[1, 1.5, 2...]∆x. While the Peskin function is more
costly to implement and can have a larger support
than other popular kernels, it offers benefits related
to solution smoothness, long-time suppression of
grid instabilities, and better conservation of flow
invariants. More details appear in (37).

The velocity field is computed by solving equa-
tion (11) once for each of the three velocity compo-
nents on a temporary, regular grid with boundary
conditions arising from the type of domain bound-
ary chosen (open, periodic, or slip wall). The right-
hand-side of this equation is computed using second-
order centered and one-sided derivatives of the vor-
ticity field from (14). Modern fast Poisson solvers,
which can use Fast Fourier Transforms or multigrid
methods, can solve this equation in O (Mlog2M) or
better time, where M is the number of cells in the
discretized volume. The HW3CRT solver from Fish-
pack (38) is used in the present method.

Upon evaluation of the velocity, the evolution of
the marker node positions is determined by integrat-
ing

dxp

dt
= up, (17)

where up is interpolated from the grid velocity using

up(xp) =

M∑

j=1

uj δ(xp − xj) (18)

and the same kernel used in (14).

3.2. Vorticity update

Because the vortex sheet strength of each element
is stored as circulations on the triangle edges, and
these circulations are unchanged during the convec-
tion step, the vortex stretching term is satisfied au-
tomatically and exactly.

The other term in the vortex sheet strength evo-
lution equation (8) governs the strength change due
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to baroclinic generation. Updating the edge circu-
lations of the elements reduces to two simple steps.
The first is to integrate

Dγp

Dt
= −2 θ n̂p ×

g

||g||
(19)

forward in time within the convection step, where
n̂p is constant on each triangular element and cal-
culated using the cross-product of two edge vectors.
The second step is to convert the change in element
vortex sheet strength to a change in the circulations
on the element edges. This is done by solving a set
of equations equivalent to the inverse of (12). The
resulting change in edge circulations is added to the
existing circulations on that element’s edges.

3.3. Remeshing

In order to maintain constant mesh resolution
and smoothness in the presence of strain, the sheet
undergoes local remeshing once every time step.
This remeshing consists of two steps: splitting edges
to maintain mesh resolution in areas of extensional
strain and merging nodes to simplify mesh geom-
etry and coalesce layers. Without this remeshing,
elements would elongate beyond the capacity of the
VIC grid to resolve them smoothly, and elements
would collect into zones with many thin, redundant
triangles and parallel edges.

At every time step, all triangle edges whose length
exceeds 0.8∆x are flagged for splitting. This step
consists of creating a new node at the midpoint of
each long edge and then performing the following
operations for every triangle that shares that edge:
(a) determine the vortex sheet strength of the orig-
inal triangular element, (b) logically split the orig-
inal element into two child elements using the new
node, and (c) set the circulations on the two child
elements using the vortex sheet strength of the par-
ent element and the areas and edge vectors of the
child elements according to the procedure described
in Section 3.2. Because the triangle area and nor-
mal stay constant throughout this process, circu-
lation is exactly conserved. Note that this method
allows local sheet refinement, unlike schemes that
use filaments to represent sheets, and allows effi-
cient refinement in any sheet-tangent direction, un-
like quadrilateral-based remeshing schemes which
are not efficient along their diagonal. Local curva-
ture can also be used to locate the new node (37, 33);
this does not affect the conservation properties of
the splitting routine.

Were this the only remeshing process, the effect
of compressional strain along either of the sheet
tangential axes would cause most elements to be-
come elongated and very thin. A merging process
combines nodes that approach to within a thresh-
old distance of each other (normally 0.2∆x). Nodes
may be merged only with local nodes within the
same sheet (manifold or sheet merge), or with any
close nodes, regardless of connectivity changes (full
merge). The merging procedure is composed of the
following steps: (a) identify via a uniform, binned,
node search strategy node pairs within the thresh-
old distance, (b) identify any elements that contain
both nodes in any node pair, (c) relocate the circu-
lation from those elements’ edges onto the shared
edges of their neighboring elements, (d) merge the
nodes into one node at their midpoint, (e) delete
the elements identified in step (b), and (f) merge
any element pairs that, after the merge, are com-
posed of the same three nodes. Because the scheme
reorients the tangents of participating triangular el-
ements, and the discretization allows only in-plane
vortex sheet strength, the scheme does not conserve
total circulation. The amount of circulation removed
is typically very small, and the scheme behaves as
a subgrid-dissipation step (37) in the same vein as
hairpin removal techniques (20).

No smoothing, “fairing,” or feature suppression is
done on the mesh (as in (3, 29)), nor is any smooth-
ing done on the strengths of the elements (as is done
to suppress instabilities in (25)). Because of this,
details the size of the smallest unstable wavelength
will spontaneously appear, making resolution con-
vergence tests with the same interpolation kernel
impossible. Regardless, runs at different resolutions
will retain very similar overall behavior, though the
small scales may appear different. In addition, sim-
ulations with identical non-dimensional regulariza-
tion produce identical results. Component and full-
system validation tests of the method appear in (37).

4. Results

The interaction between a vortex ring and a den-
sity interface is a complex test for three-dimensional
vortex sheet methods. Some examples of this prob-
lem include the interaction of a ship wake with a
thermocline, the collision of a thermal with an in-
version layer, and the interaction of vorticity with a
flame front.

Previous experimental studies of vortex ring in-
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teractions with sharp density interfaces appear in
Linden (39) (turbulent vortex rings) and Dahm et
al. (40) (laminar rings). Numerical solutions from
Tryggvason (41), Dahm et al. (40), and Tryggvason
et al. (42) use both two-dimensional and axisym-
metric vortex sheet methods. Results from a three-
dimensional vortex sheet simulation appear in Tryg-
gvason et al. (42), but no details are presented. Re-
lated research treats the interface as a free surface in-
stead of a finite density gradient (43, 44, 41, 42, 45),
but this typically requires a boundary element in-
tegral solution, which is not included in the present
implementation. Marcus and Bell (46) present re-
sults from axisymmetric Navier–Stokes calculations
for the non-Boussinesq case. A three-dimensional
vortex particle method was used by Liu (47, 48) to
study the normal impact of a vortex ring into a wall.
Other studies present physical and numerical experi-
ments of the wall interaction case (49, 50, 51, 52, 53).

This problem can be described by four parame-
ters: the diameter of the vortex ring D, its circula-
tion Γ, the Boussinesq coefficient θ, and the regular-
ization length scale δ. Holding the core function con-
stant, the four remaining quantities allow two sim-
ilarity parameters: the non-dimensional regulariza-
tion δ∗ = δ/D and the non-dimensional Boussinesq
coefficient

θ∗ =
A

Fr
=

AD3g

Γ2
. (20)

Other variables have been normalized as follows:
time t∗ = tΓ/D2, length x∗ = x/D, velocity u∗ =
uD/Γ, and vorticity ω∗ = ωD2/Γ.

The problem involves a stable density interface
extending to infinity in the horizontal dimensions (x
and y), but for the cases presented, an open domain
with sufficient size is used. The computational do-
main thus has bounds [−3 : 3][−3 : 3][−3 : 3] and
free-space boundary conditions in all directions. The
radially-symmetric Peskin function is used for all
particle-grid operations, and the filter radius is ε =
4, giving δPeskin = 4∆x. The regularization length
scale for the subsequent runs is δ∗ = 0.2, which cor-
responds to a grid resolution of ∆x = 1/20. Time
steps were in the range 0.05 < ∆t < 0.06.

The lack of a stabilizing influence such as vis-
cosity or surface smoothing in inviscid regularized
vortex sheet motion allows instabilities with wave-
lengths greater than some multiple of the regular-
ization length to grow unchecked. This is especially
noticeable when simulating vortex rings, as a grid-
induced instability with azimuthal wavenumber
k = 4 tends to distort an initially circular ring

Fig. 1. Interface positions (left) and x–y plane |ω| column

maxima (right) for case with θ∗ = 0.0, t∗ = [0, 2, 4, 6, 8],
δ∗ = 0.2, for the images on the right |ω∗| > 10 is solid.

into a square. This was first seen in vortex filament
studies of vortex rings (11). Results from Section
4.1 are presented here in order to demonstrate this
distortion in a vortex sheet method. Figure 1 shows
the three-dimensional computational surface and
the ring-plane peak vorticity.

The numerical experiments of Dahm et al. (40)
were of the axisymmetric or planar type, and thus
allowed no azimuthal instability, despite being regu-
larized inviscid methods. The computational bound-
aries could then be set much closer to the active ar-
eas of the flow. The only effects of reducing the hor-
izontal domain from 8 to 4 diameters were a subtle
thinning of the resultant sheet structure in the hori-
zontal direction and a change in the elevation of the
density layer at the boundaries. The domain size for
the present simulations (6D) was chosen as a com-
promise between the growth rate of the k = 4 insta-
bility seen in Fig. 1 and the available computational
resources.

4.1. No baroclinic generation

For the sake of comparison with subsequent sim-
ulations, and to provide a control of the simulation
parameters, a case is run with a passive interface
(θ∗ = 0). The laminar vortex ring in these sim-
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Fig. 2. Centerline slices through vortex sheet (left) and

vorticity (right) for θ∗ = 0, δ∗ = 0.2 contours are at
ω∗ = ±0.25, 0.5, 1, 2, 4, 8.

ulations formed from an initially cylindrical tube
D/2 long with uniform circumferential vortex sheet
strength γ = 2êθ. The sheet dynamics and vorticity
field corresponding to this case can be seen in Fig.
2. The initially cylindrical ring rolls up into a thick-
cored vortex ring as early as t∗ = 2 and the vorticity
distribution across the ring minor radius is similar
to that of thick-cored rings: never symmetric and
always favoring the inner side.

For the given regularization length scale, it takes
about three turns for most of the vorticity in the
cylinder to roll up into a smooth vortex core.The dis-
tribution of vorticity inside this core, seen in Fig. 2,
resembles a Gaussian (54, 55), which is also demon-
strated in (37, Fig. 4.4). Numerical comparisons to
Fraenkel’s thin-cored (56) or Norbury’s family of
thick-cored vortex rings (57) were not made.

Several parameters from this test appear in Fig.
3. First, the vertical extent of the computational el-
ements indicates the maximum penetration of the
vortex ring into the density interface. It is not sur-
prising that the lowest point on the interface accel-
erates downward and continues at a nearly constant
rate, as it is pushed by a constant-strength vortex
ring. The highest point on the mesh in this case cor-
responds to the remainder of the horizontal inter-
face that is not entrained and remains at its initial
altitude. Next, the vertical velocity of the center of

-3

 0
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 0  5  10

z 
/ a

highest point
lowest point

-0.6

-0.2
 5  10

u z
*

-1.02

-0.98
 0  5  10

Γ r
in

g
t*

element-wise circulation
grid circulation

Fig. 3. Vertical bounds, vertical speed of center of vorticity,

and total circumferential circulation for vortex ring impact-
ing a zero-strength one-layer interface, δ∗ = 0.2.

vorticity shows a stable but oscillating vortex ring
velocity of u∗

z ≃ 0.4. Applying Helmholtz’s equation
for the velocity of a thin-cored vortex ring

U =
Γ

4πR

[
log

8R

r
−

1

4

]
(21)

returns a core (minor) radius of r ≃ 0.25, which
corresponds to the radius at which the vorticity has
dropped to 10% of its peak. The vortex ring main-
tains nearly constant circulation throughout the
simulation. The total circumferential circulation is
not expected to stay constant for subsequent cases
with θ∗ > 0, as the downward distortion of the
density interface should create counter-circulation.

4.2. Thin interface

In the following simulations, the same vortex ring
from the above non-baroclinic case is ejected perpen-
dicular to a single regularized density discontinuity
of uniform strength. The strength of this discontinu-
ity is measured by the Boussinesq coefficient, which
takes on values θ∗ = [0.03, 0.1, 0.3, 1.0, 3.0]. Similar
simulations of oblique impacts are presented in (37).

These are the three-dimensional analogues of
simulations in Dahm et al. (40) that used a two-
dimensional vortex pair formed from a circular vor-
tex sheet. Previous studies (58, 59) show that those
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Fig. 4. Centerline slices through vortex sheet (left) and

vorticity (right) for θ∗ = 0.03, δ∗ = 0.2 contours are at
ω∗ = ±0.25, 0.5, 1, 2, 4, 8.

conditions result in a thick-cored vortex pair while
the present method creates rings with a “thin” core.

Cross-sections in the x–z plane of both the com-
putational surface and the normal vorticity ωy ap-
pear in Figs. 4–9. From this series of images, the ef-
fect of the density interface on the vortex ring can be
easily seen. In the case of the weakest density jump
(θ∗ = 0.03, Fig. 4), the vortex ring behaves nearly
identically to the non-baroclinic case in Fig. 2, ex-
cept for the generation of weak oppositely-signed
vorticity along the walls of the cavity pushed out by
the vortex ring. The final frame in that series shows
that a small amount of the vortex ring outer layer
is finally peeled off by that counter-signed vortic-
ity. Using an argument based on energy balance, it
can be reasoned that had the simulation run longer,
the vortex ring would eventually slow and reverse
its downward motion.

The θ∗ = 0.1 case in Fig. 5, having a density in-
terface three times stronger than the weakest case,
exhibits significantly increased counter-rotating vor-
ticity along the cavity walls. This causes vorticity
from the vortex ring to be stripped away earlier than
the previous case (by t∗ = 8) and also causes the
highest rebound of any of the cases tested. It is clear
that this high rebound (seen at t∗ = 10) is allowed
because the amount of counter-vorticity is signifi-
cant but not so large that it disallows the main vor-
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Fig. 5. Centerline slices through vortex sheet (left) and

vorticity (right) for θ∗ = 0.1, δ∗ = 0.2 contours are at
ω∗ = ±0.25, 0.5, 1, 2, 4, 8.

Fig. 6. Rendered vortex sheet surface at t∗ = 10 for

θ∗ = [0.0, 0.03, 0.1], δ∗ = 0.2.

tex ring from penetrating at all. Thus, the counter-
rotating vortex ring is free to travel upwards, not
significantly hindered by the primary vortex ring.
The backflowing jet is also unstable to waves of the
Kelvin–Helmholtz style, though a complete roll is
not observed. This is very similar to the behavior in
the experiments and numerical results in (40, Figs.
5, 9, 14).

Unlike the previous cases with relatively weak
density layers, when θ∗ = 0.3 the vortex ring does
not penetrate the interface (Fig. 7). Instead, it pulls
together portions of the density interface to form a
second vortex ring with smaller circulation and op-
posite sign. The second ring, being weaker, does lit-
tle to disturb the primary vortex ring from its sta-
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Fig. 7. Centerline slices through vortex sheet (left) and
vorticity (right) for θ∗ = 0.3, δ∗ = 0.2, contours are at

ω∗ = ±0.5, 1, 2, 4, 8, 16, rendering is at t∗ = 8.

ble position just above the initial level of the den-
sity layer. The primary vortex ring then proceeds to
gather a second counter-rotating vortex ring from
t∗ = 6 → 8 while the first continues around the top
of, and into the middle of the primary ring. All of
this oppositely-signed vorticity slowly weakens the
primary vortex and concurrently creates new vor-
tex rings farther from the axis, each with circulation
opposite the previous ring. This repeating creation
of vortex rings is similar in nature to the repeated
pairings encountered in simulations of viscous vor-
tex dipoles impinging on a no-slip wall (60). The dy-
namics of this case are similar to the experiments in
(40, Figs. 4, 7, 11, 17).

The behavior of the θ∗ = 1.0 and θ∗ = 3.0 cases,
appearing in Figs. 8 and 9, are remarkably similar,
though different in degree. These two cases with the
strongest density interface (still using the Boussi-
nesq limit, of course) follow nearly the same progres-
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Fig. 8. Centerline slices through vortex sheet (left) and
vorticity (right) for θ∗ = 1.0, δ∗ = 0.2, contours are at
ω∗ = ±0.5, 1, 2, 4, 8, 16, rendering is at t∗ = 8.

sion as the next-weaker case (θ∗ = 0.3) in which the
impinging primary vortex effectively “bounces” off
of the density interface, tearing off and pairing with
a counter-rotating vortex ring built from the den-
sity interface. These new rings in turn distort the
surface and create more new rings with circulation
opposite to themselves. By t∗ = 8, the θ∗ = 1.0 case
has no fewer than six rings and the θ∗ = 3.0 case has
nearly ten. With a stronger density interface, these
rings are formed at larger radii and are wound up
more tightly; though the overall dynamics are simi-
lar. The resulting motions bear remarkable similar-
ity to the experiments of Walker et al. (49, Fig. 9)
and Dahm et al. (40, Figs. 8, 18, 26, 27, and 33).

A curious instability appears in the latest stages
of the θ∗ = 3.0 case. It manifests as an azimuthal
perturbation of the original vortex ring, seen in Fig.
10 and identifiable in the time series in Fig. 9. This
Crow-type instability has been attributed to rapid
distortion of the secondary vortex ring by the strain
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Fig. 10. Vortex sheet (left) and vorticity magnitude (right)
for θ∗ = 3.0, t∗ = 9, x–y plane, δ∗ = 0.2, |ω∗| > 10 is black;

showing onset of Crow-type instability normally associated
with impact of viscous vortex ring on a wall.

induced by the strong and more stable primary vor-
tex ring (61, 52). The same instability may be re-
sponsible for the rapid onset of turbulence in high
Reynolds number jet flow (62). It is unclear whether
any of the nearby secondary vortex rings are re-
sponsible for this. The wavelength at t∗ = 9 is λ ≈
0.5D, or λ ≈ 2.5 δPeskin, which is much smaller
than the most-perturbed wavelength in the Kelvin–
Helmholtz instability (λ ≈ 7 δPeskin) but similar to
that observed in experiments of a sphere impacting
a wall (53) (where λ ≈ 0.4D). The secondary in-
stabilities that were observed in the viscous vortex
particle simulations in Liu (47), however, were the
result of an initially perturbed vortex ring.

While this instability appears in experiments (49,
40, 63, 52, 53) and viscous simulations (50, 51, 53)
of vortex ring impacts with a wall, it is not known to
have been demonstrated for an inviscid vortex ring
impacting on a density interface. The reason that an
inviscid simulation can exhibit behavior only pre-
viously seen in viscous flow is that, like a no-slip
wall, the inviscid baroclinic interface can generate
counter-vorticity that can be pulled away from the
“wall” and eventually become enveloped in the pri-
mary vortex ring, thus initiating the azimuthal in-
stability. Theory and details concerning this insta-
bility can be found in Swearingen et al. (51). The
interaction of a vortex and a contaminated free sur-
face also exhibit this type of behavior (42).

The penetration distance of the vortex sheet ap-
pears in Fig. 11. Unlike the results in Dahm et al.
(40), the penetration distance in the present work
is not measured along the vortex ring axis, but in-
stead represents the minimum vertical node location
of the entire computational surface. Additionally,
to quantify any significant rebound, the maximum
vertical node location was also tracked. This figure
plainly shows the transition in penetration distance
that occurs between θ∗ = 0.1 and θ∗ = 0.3. Also
obvious is that the range of values from minimum
to maximum position is narrower for stronger strat-
ification. The only real surprise concerns the larger
rebound of the θ∗ = 0.1 and θ∗ = 0.3 cases. As men-
tioned earlier, this large and early rebound is due
to the the upward-moving oppositely-signed vortic-
ity generated on the inside of the cavity and the in-
ability of the primary vortex ring to suppress its re-
bound. It is also likely that the θ∗ = 0.03 case would
have rebounded similarly had it run longer. From
the maximum penetration vs. θ∗ data in Fig. 12, it is
clear that the initial downward motion of the inter-
face scales logarithmically with θ∗. This representa-

10



-3

 2

 0  6  12

z 
/ D

t*

θ* = 3.0
θ* = 1.0
θ* = 0.3
θ* = 0.1
θ* = 0.03
θ* = 0

Fig. 11. Vertical bounds for normal impact cases, one-layer

interface with various θ∗, δ∗ = 0.2.

 0.01

 0.1

 1

 0  1  2  3

-z
m

in
 / 

D

θ*

t* = 2
t* = 4
t* = 6
t* = 8

Fig. 12. Maximum penetration depth for normal impact
cases, one-layer interface with various θ∗, δ∗ = 0.2.

tion of the data also illustrates the same conclusion
drawn from (40, Fig. 20): that there is a sharp tran-
sition from strong dependence on θ∗ to relatively
weak dependence.

The center of vorticity for each run was tracked
and the results appear in Fig. 13. Note that for cases
with multiple vortex rings, this is not the center of
the strongest ring, but simply the center of mean
magnitude in the radial and vertical directions. In
all cases with θ∗ ≤ 0.1 the primary vortex ring pen-
etrated the surface and did not begin its return by
the time the simulation ended. The θ∗ = 0.1 case,
being the most strongly-stratified case that still al-
lowed the vortex ring to fully penetrate, also exhib-
ited the greatest reduction in vortex ring radius. In
the cases with θ∗ ≥ 0.3 the primary ring looped
around nearby counter-rotating vortex rings at near
the level of the initial density interface. The single
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Fig. 13. Position of center of vorticity of vortex ring for

normal impact cases, one-layer interface with various θ∗,
δ∗ = 0.2.

loops taken by the center of vorticity in the θ∗ = 1
and θ∗ = 3 cases correspond well to the trajectory
of the primary ring from Walker et al. (49, Fig. 11)
for Re > 2000.

The kinetic energy, enstrophy, and total circum-
ferential circulation all appear in Fig. 14. For the
most part, the performance is as expected: larger θ∗

translates to greater enstrophy ε and faster reduc-
tion of circulation Γ. The oscillations of all three flow
quantities also increase in frequency for larger θ∗.
The kinetic energy, though, shows more interesting
behavior. The drop in kinetic energy is most rapid
for the θ∗ = 0.3 case, and less rapid as θ∗ strays
from 0.3. This is another indication that θ∗ = 0.3
represents a transitional case between a stronger pri-
mary vortex ring and a stronger density interface.
When either of the two greatly overpowers the other,
there is little incentive to dissipate energy: the vor-
tex would effortlessly pass through the interface or
the interface would act as a wall and influence the
vortex to grow radially before it gets close enough
to pull any vorticity away.

Computational requirements for the θ∗ = 0.1 case
are representative of the rest of the simulations, and
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are as follows. The number of elements ranged from
125204 to 392571, which required from 14.05 to 45.58
seconds on a 1.83 GHz AMD Athlon XP to interpo-
late vorticity onto the grid. One VIC solution on the
1203 grid took from 14.67 to 208.47 seconds, but in-
cluded a direct summation calculation for the free-
space boundary conditions.

To validate the implementation of the method
and to see how well the invisicd model captures the
motion of real fluids, when the viscosity is low, the
head-on collision of the ring for the θ∗ = 0.1, 0.3
cases (Figs. 5 and 7) was compared to simulations
using the full Navier–Stokes equations in an axisym-
metric domain. The method used is an axisymmet-
ric version of the front-tracking method of Unverdi
and Tryggvason (34). The code has been used to
study several problems and a detailed description
and validations can be found in Han and Tryggva-
son (64, 65). The simulations were done in a domain
of 3 by 6 ring diameters D, resolved by a 256 by 512
uniform grid. The initial conditions were exactly the
same as used for the fully three-dimensional invis-
cid simulations. The viscosity was selected such that
∆ρ gD3/(µΓ) = 200.

Figures 15 and 16 show the fluid interface and
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vorticity (right) for θ∗ = 0.1, comparing present invis-
cid and viscous Navier–Stokes simulations; contours are at
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the vorticity at four times for the two cases. In each
frame the results from the inviscid simulations are
shown on one side and the axisymmetric Navier–
Stokes results are shown on the other. The initial
vortex sheet is included for the inviscid simula-
tions, but only the density interface is shown for
the Navier–Stokes results. Dashed and solid con-
tour lines are used for vorticity of the opposite sign.
Overall the solution is similar for the inviscid and
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the full Navier–Stokes cases, particularly at early
times. At later times the differences increase, as
expected, when viscous diffusion leads to mutual
annihilation of vorticity of the opposite sign in the
full Navier–Stokes case. The maximum depths of
the fluid interface for both cases, as computed using
the inviscid method and the Navier–Stokes solver,
are compared in Fig. 17. Obviously the agreement
is good for the early times, although the results
diverge at later times when the effect of the viscos-
ity become important. Simulations run with higher
viscosities showed the solutions diverging earlier as
the viscosity is increases, as one would expect.

4.3. Thick interface

Because most weak density interfaces in nature
and technology are not sharp such as those in the
preceding sections, additional simulations of a vor-
tex ring impact with a thick density interface were
performed. Previous experiments (40) have ad-
dressed the dynamics of a vortex ring impact with
a thick interface, and vortex methods have been
shown to be able to simulate thick vortex sheets in
two (66, 67) and three dimensions (30, 31), though
no method has demonstrated a vortex ring impact
into a thick density interface.

The inclusion of sheet thickness into the similar-
ity assumptions generates a new similarity param-
eter, the non-dimensional sheet thickness σ∗, given
as the characteristic sheet thickness σ (one standard
deviation in the case of a Gaussian) divided by the
vortex ring diameter D, or σ∗ = σ/D. The only case
investigated in the current work has σ∗ = 0.1.

The value of the density gradient through the in-
terface follows a Gaussian profile, that being the so-

lution to the stationary one-dimensional diffusion
equation in the normal direction. The thick sheet
is discretized into five initially-coplanar layers, each
with a fraction of the total Boussinesq coefficient
θ∗ according to a Gaussian function. The top and
bottom sheets are separated by four standard devia-
tions that cover two regularization lengths, or σ∗ =
δ∗/2. The summation of the Peskin functions for
these five layers does not reproduce a Gaussian pro-
file any better than one single Peskin function does,
but was intended to reproduce a regularized thick
layer in the same manner as previous studies (30).
It is assumed that inaccuracies will become present
in these simulations when the distance between two
sheets exceeds the regularization length.

A simulation was run with the same vortex ring as
the previous sections and the aforementioned thick
interface with total Boussinesq coefficient θ∗ = 1.0,
non-dimensional sheet thickness σ∗ = 0.1, and reg-
ularization length scale δ∗ = 0.2. Cross-sections of
the thick interface and corresponding vorticity fields
appear in Fig. 18. The most notable difference be-
tween the computational surface cross-sections con-
cerns the compression of the density layers into a sin-
gle high-gradient region in the central area inside of
the primary vortex ring. The counter-rotating vor-
tex ring also seems to have a higher peak vorticity in
the single-layer case, which is understandable as the
multiple-layer case would have spread the generated
vorticity over a larger volume. Again it should be
noted the good agreement between these numerical
results and previous experiments (40).

The motion of the center of vorticity, shown in Fig.
19, differs only in the late stages of the simulation.
The data clearly show that the secondary vorticity
generated from the thick interface forces the primary
vortex ring to spin over upon itself more quickly
than for the single-layer case. This is presumably due
to earlier generation of vorticity on the uppermost
layers of the thick interface influencing the primary
vortex ring.

The maximum penetration into the thick interface
is compared to the single-layer case in Fig. 20. In
the single-layer case the vortex sheet confines itself
to a smaller vertical extent, and it is reasonable to
expect it to remain this way beyond the end of the
simulation.

Thickening the density interface affects the char-
acter of the change in kinetic energy and enstro-
phy, but not the circumferential circulation, all il-
lustrated in Fig. 20. The kinetic energy and enstro-
phy for the case with a single density layer oscillate
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Fig. 18. Centerline slices through vortex sheet (left) and vor-
ticity (right) for five-layer interface with Σ θ∗ = 1; δ∗ = 0.2,

rendering is at t∗ = 8.
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at they progress, while the thick interface simula-
tion exhibits more uniform behavior. The smaller
density gradient in the latter case must allow for a
more stable environment for the transfer of energy
between the vortex rings of positive and negative
circulation that were created over the course of the
simulation. Further numerical experiments should
be conducted to strengthen this hypothesis. Finally,
the total circumferential circulation for both cases is
nearly identical for the duration of the simulations,
with a slight negative dip near the end of the thick
interface simulation.

4.4. Summary

Above are presented results from inviscid simula-
tions of vortex rings impacting normal to sharp and
thick density interfaces in the Boussinesq limit. The
dynamics span a range from purely passive convec-
tion and entrainment of the interface to immediate
wall-like rebounding and strongly resemble the ex-
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periments in Walker et al. (49) and Dahm et al. (40).
The similarity of the dynamics of a vortex ring im-
pinging upon a wall and a strong density interface
(high θ∗) are noted in the experiments and simula-
tions of (40).

In previous experiments and simulations of
vortex-wall interactions, secondary and eventually
tertiary vortex rings arise from the no-slip con-
dition. In the inviscid simulations presented, this
secondary vorticity is the result of baroclinic gener-
ation on the perturbed density interface. Regardless
of it source, this secondary vorticity is pulled away
from the surface to join the primary vortex ring,
and in the process can create tertiary vorticity. In
the limit of very high θ∗, the density interface be-
haves much like a wall and its deflection approaches
zero. It is obviously not identical to a wall, though,
as vortex lines can end on a wall as long as the total
circulation on any circuit of the solid is zero. There
is no wall in the above simulations, and no vorticity
extends to infinity, so all vorticity created on the
interface due to perturbations must be connected
to itself, and any plane drawn through the interface
must have constant circulation.

5. Conclusion

The results presented above show that an invis-
cid vortex sheet method can be used for simula-
tions of the long-term, large-scale behavior of flows
with weak density interfaces. This work combines
elements of existing vortex methods to allow simu-
lations to run longer than was previously possible.

The vortex sheet is discretized using a connected
mesh of triangles, and element strength is defined
using either vortex sheet strength or circulation de-
pending on the stage of the calculation. This pre-
vents errors caused by explicit calculation of the
vortex stretching term, and simplifies the inclusion
of alternative vorticity source terms. The remeshing
method minimizes the number of elements needed
to accurately describe the surface, and does not al-
low excessive detail below the regularization length
scale. A vortex-in-cell method speeds the calcula-
tion of the velocity field and provides uniform regu-
larization to the problem.

Avenues for future research include adapting the
method to support curvature-based mesh refine-
ment for enhanced discretization accuracy, subdivi-
sion smoothing or local corrections (68) for reduc-
ing local velocity errors, strong stratification, and

surface tension. To perform simulations of flows of
greater engineering interest, such as fully turbulent
flows, inclusion of an explicit subfilter-scale dissipa-
tion term may also be incorporated. Some of these
topics are addressed in the first author’s disserta-
tion (37) and others will be the subjects of future
research.
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